
CS6301: Project Proposal

NER on Medical Data using LLM

03/24/2023

1 Task

The task is to implement Named Entity Recog-
nition (NER) using large-scale language mod-
els like BERT(Bidirectional Encoder Represen-
tations from Transformers) or ELECTRA (Effi-
ciently Learning an Encoder that Classifies Token
Replacements Accurately) on medical literature.
The objective of Named Entity Recognition

(NER) is to extract named entities from text,
which include diseases, symptoms, treatments,
and medications in the medical domain. Medi-
cal data comes in diverse forms such as electronic
health records, clinical notes, and medical litera-
ture. Clinical notes, containing unstructured text
with medical terminology, are especially advanta-
geous for NER as they provide insights into the
patient’s medical history, symptoms, and treat-
ment.
NER for medical data involves recognizing and

extracting named entities related to medical terms
from clinical notes or other medical text types.
NLP techniques such as deep learning models,
statistical models, and rule-based systems can be
employed for NER with medical data. The aim
is to accurately identify and extract pertinent
named entities from the text to support down-
stream tasks such as clinical decision support and
information retrieval.

2 Data

The i2b2 (Informatics for Integrating Biology and
the Bedside) data set is a well-known data set
in the field of natural language processing (NLP)
and specifically for clinical NLP. It contains de-
identified clinical notes and reports from various
hospitals, including radiology reports, discharge
summaries, and progress notes. The data set in-
cludes annotations for medical entities such as dis-
eases, treatments, and medications.
The data set is in XML format and has been

preprocessed to remove personally identifiable in-
formation. It contains over 1,000 clinical docu-
ments with over 3,000 annotated medical entities.
The annotations are provided in the IOB format
(Inside, Outside, Beginning), which is a common
format used for entity recognition tasks.

We plan to use this data set as a baseline data
set to train large-scale language models such as
BERT and ELECTRA for named entity recogni-
tion on medical data. The data set will be split
into training, validation, and test sets, and we will
use a combination of supervised and unsupervised
learning techniques to fine-tune the models on this
data.

Using this data set as a starting point will allow
us to develop and test our methodology for named
entity recognition on medical data, with the goal
of eventually applying it to other data sets and
real-world applications in healthcare.

3 Methodology

The methodology we propose is to use Named
Entity Recognition (NER) techniques to extract
medical entities from the i2b2 data set, which con-
tains clinical notes and reports from various hos-
pitals. The aim is to identify entities such as dis-
ease names, medical procedures, medications, and
their attributes (dosages, frequencies, etc.) men-
tioned in the notes.

To achieve this, we will use large-scale language
models like BERT (Bidirectional Encoder Repre-
sentations from Transformers) or ELECTRA (Ef-
ficiently Learning an Encoder that Classifies To-
ken Replacements Accurately) that have been pre-
trained on vast amounts of text data, including
medical literature. These models can capture the
context and nuances of the text, which is crucial
in accurately identifying medical entities.
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Figure 1: Sample Block Diagram for NER using
LLM

The first step is to preprocess the data by to-
kenizing the text and converting it into a format
that can be inputted into the language model. We
will then fine-tune the model on the i2b2 data set
by training it to recognize medical entities. The
model will be trained using a combination of su-
pervised and unsupervised learning techniques.

Next, we will evaluate the performance of the
model on a test set of annotated data. We will
measure the precision, recall, and F1-score of the
model to assess its accuracy in identifying medical
entities. We may also perform error analysis to
identify the most common types of mistakes made
by the model.

Figure 2: NER detecting the entities such as
diseases in medical reports

Finally, we will deploy the model on new,
unseen data and use it to extract medical entities.
This can be done in real-time, allowing healthcare
professionals to quickly and accurately extract
information from clinical notes and reports.

4 Experiments and Analysis

The main experiment and analysis we will conduct
is named entity recognition on the i2b2 data set
using large-scale language models such as BERT
and ELECTRA. We will fine-tune these models on
the i2b2 data set and evaluate their performance
on the task of NER.

To validate our approach, we will compare the
performance of our models with benchmark mod-
els such as BIOELECTRA, which is a state-of-the-
art model for NER. We will measure the precision,
recall, and F1-score of the models and compare
them against the benchmark models.

In addition, we will test our trained mod-
els on other datasets such as MIMIC-III and
ShARe/CLEF eHealth datasets, which contain
clinical notes and reports from different sources.
This will allow us to evaluate the performance of
our models on unseen data that is different from
our training data.

We will also perform error analysis on the test
data to identify the most common types of mis-
takes made by the models. This will help us im-
prove the models and identify areas where further
training may be necessary.

Finally, we will create parser models to convert
other data formats to the i2b2/n2c2 model format.
This will facilitate seamless training of the models
with the same remainder pipeline and allow us to
train the models on other data sets easily.

Overall, the experiments and analysis we will
conduct will help us verify our hypothesis that
large-scale language models can be effectively used
for named entity recognition on medical data and
provide insights into the performance of these
models on different datasets.

The study aims to develop a website that uti-
lizes an optimized model for the extraction of
Named Entities from relevant text documents.
The website, once deployed, will allow users to
seamlessly upload a text file and retrieve its ex-
tracted Named Entities.
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